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Exploration in complex environments can be hard without structured priors!

Exploration in Reinforcement Learning
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Dense & Sparse reward setting

Goal: “There is a green sphere; are 
there any rubber cyan balls in front 
of it?"

Two object alignment



Dense & Sparse reward setting

Goal: “There is a green sphere; are 
there any rubber cyan balls in front 
of it?"

Goal: “Arrange the objects so that their colors 
range from blue to green in the horizontal 
direction, and keep the objects close vertically". 

Two object alignment Multiple pairwise object constraints 
to be mutually satisfied



Results

Dense reward setting

PPO outperforms all 
curiosity-driven methods



Results

Dense reward setting Sparse reward setting

PPO outperforms all 
curiosity-driven methods

ANE significantly outperforms 
baselines using single question



Conclusion



Thank you!


